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Query Difficulty Estimation for Image Search
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Abstract—Current image search engines suffer from a radical
variance in retrieval performance over different queries. It is
therefore desirable to identify those “difficult” queries in order
to handle them properly. Query difficulty estimation is an at-
tempt to predict the performance of the search results returned
by an image search system. Most existing methods for query
difficulty estimation focus on investigating statistical characteris-
tics of the returned images only, while neglecting very important
information, i.e., the query and its relationship with returned
images. This relationship plays a crucial role in query difficulty
estimation and should be explored further. In this paper we
propose a novel query difficulty estimation method with query
reconstruction error. This method is proposed based on the obser-
vation that, given the images returned for an unknown query, we
can easily deduce what the query is from those images if the search
results are high quality (i.e., lots of relevant images returned);
otherwise, it is difficult to deduce the original query. Therefore,
we propose to predict the query difficulty by measuring to what
extent the original query can be recovered from the image search
results. Specifically, we first reconstruct a visual query from the
returned images to summarize their visual theme, and then use
the reconstruction error, i.e., the distance between the original
textual query and the reconstructed visual query, to estimate
the query difficulty. We conduct extensive experiments on two
real-world Web image datasets and demonstrate the effectiveness
of the proposed method.

Index Terms—Image retrieval, image search quality, query dif-
ficulty estimation, query reconstruction.

I. INTRODUCTION

W ITH the exponential growth of Web images, many
image search systems have emerged over the past

decades. However, image search systems suffer from a rad-
ical variance in search performance over different queries.
Even for the image search systems that perform well over
various queries on average, their search performance for some
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“difficult” queries might not be satisfying. This is because
the quality of image search results depends on many factors:
chosen search algorithms, ranking functions, indexing features,
the base image database, etc. Previous research has shown that
no setting can always perform optimally for all queries. In
other words, different queries have different search difficulty
levels. For some popular queries with lots of relevant images
in the database, (e.g.,, “dog” and “white house”), they are
easy to retrieve, and the search engine can return adequate
results for them. While for other rare or long queries, it may be
difficult to yield satisfactory results. Automatically identifying
“difficult” queries will allow users or image retrieval systems
to provide a better search experience. For example, for users,
they can rephrase the “difficult” queries to improve retrieval
effectiveness if an instant evaluation of query difficulty is
provided. For the image retrieval engines, they can adopt
alternative retrieval strategies for different queries according to
their difficulty levels. Therefore, it is desirable to identify those
difficult queries in order to handle them properly.
Query difficulty estimation, or query performance prediction,

refers to an estimation of the search difficulty level for a given
query by estimating the performance of search results returned
for this query. Query difficulty estimation has a wide variety
of applications in the information retrieval area, such as query
refinement, query suggestion, and distributed retrieval. It has
been widely explored in text retrieval for many years [1]–[10].
In [1], the Clarity Score query difficulty estimation method was
proposed to measure the ambiguity of a query through the dif-
ference between the language models created from the top re-
trieved documents and all documents in the collection. Yom-Tov
et al. estimated the performance of the search results by mea-
suring the agreement between the top results returned by the
full query and its sub-queries [2]. Carmel et al. proposed to
use the distances among the query, the relevant documents, and
the whole collection to estimate the query difficulty [4]. Imran
and Sharan proposed two query difficulty predictors based on
the co-occurrence information among query terms [8]. They as-
sumed that the higher co-occurrence of query terms indicated
more information conveyed, which led to an easier query, or a
lower query difficulty level.
However, little research has been conducted on query diffi-

culty estimation for image search. Compared with query diffi-
culty estimation in text retrieval, query difficulty estimation in
image search is more challenging. For text document search,
both the input and output are in the textual domain. However,
for text-based image retrieval, the input (textual queries) and the
output (visual images) are in two different domains, i.e., tex-
tual and visual domains. Due to this domain gap, current query
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Fig. 1. (a) and (b) list the top five ranked images returned for two unknown
queries respectively. We can easily deduce that the query for (a) may be “opera
garnier”. However, we have no idea what the query is for (b) since the search
results are too poor.

difficulty estimation methods in image search mainly focus on
investigating some statistical characteristics of the returned im-
ages, such as coherence, prominence, and consistency. For ex-
ample, Rudianc et al. exploited the coherence of the top-ranked
images to predict the query performance [11]. Li et al.measured
the query difficulty by further considering the prominence char-
acter of image search results [12]. The prominence is defined
as the distance between a pseudo-relevant image set and the
whole image collection. Tian et al. measured the tightness of
the top-ranked images to estimate the query difficulty [13].
All of the above methods predict the query performance by

analyzing the distribution characteristics of returned images,
while neglecting themost important information–the query. The
query describes the user’s search intent and also decides the rel-
evance labels of the returned images together with the ground
truth query performance. As a consequence, the query plays
a crucial role in query difficulty estimation and should be ex-
plored in greater detail. In this paper, we propose a novel query
difficulty estimation method by exploring the relationship be-
tween the query and the image search results.
Our proposed query difficulty estimation method is built

based on the observation that: given the images returned for an
unknown query, if this query is “easy” with a lot of relevant
images returned, we can easily deduce the unknown query from
only the returned images; otherwise, if the query is “difficult”
and the search results contain many irrelevant images, it is
difficult to recover the original query from the search results.
As an example shown in Fig. 1, the top five ranked images
returned for two unknown queries are given in Fig. 1(a) and
(b), respectively. We can easily deduce that the query for (a) is
“opera garnier”, but have no idea about the query for (b) since
the search results are too noisy.
The explanation behind this phenomena is that the image

search results are actually the visual representation of the query.
It interprets the textual query from a visual perspective. A good
search result, corresponding to an “easy” query, conveys enough
information to recover the original query. Inspired by this, we
propose to predict the query difficulty by measuring to what ex-
tent the original query can be recovered from the image search

results, i.e., the query reconstruction error. Specifically, for a
textual query and its top ranked images returned by the search
engine, we first deduce a visual query from those returned
images by analyzing their visual content. This reconstructed vi-
sual query is the summary of the visual theme of the search re-
sults. Then, we compare and for query performance pre-
diction. For an “easy” query , the search results consist of im-
ages relevant to . Therefore, the visual theme of those images
can sufficiently represent the query . In other words, the recon-
structed must be consistent with the original query with a
small reconstruction error. On the contrary, if is a “difficult”
query, then the search results are highly noisy with a lot of irrel-
evant images returned. As a consequence, the visual query
recovered from the search result is very different from the orig-
inal query . In other words, the reconstruction error is large.
This indicates that the difference between the orignal query
and the reconstructed query - the reconstruction error - cor-
relates with the query difficulty.
Motivated by the above observation, there are two key prob-

lems to be solved in our proposed query difficulty estimation
method based on query reconstruction error. One is how to re-
construct the visual query , while the other is how to mea-
sure the reconstruction error, i.e., the consistent degree between
the textual query and its reconstructed visual query. Regarding
the first problem, we use the popular BOVWs (bag-of-visual-
words) [14] model for image visual representation. Each image
in can be viewed as a visual document consisting of a set of
visual words (More detail about BOVWs will be introduced in
Section III-A). Then, we formulate a visual query reconstruction
as an optimization problem and select a set of the most discrim-
inative visual words from the images in for reconstructing the
visual query. For the second, instead of directly comparing the
textual query and the visual query, we formalize this task by
measuring the distribution difference between their search re-
sults.
The main contributions of this paper can be summarized as

follows:
• We propose a novel query reconstruction error-based query
difficulty estimation method, which explores the relation-
ship between the textual query and the returned images. To
the best of our knowledge, very few works exist that inves-
tigate the relationship between the textual query and the
returned images for query difficulty estimation in image
search.

• We propose a visual query reconstruction method for sum-
marizing the visual theme of the returned image search re-
sults. We formulate the query reconstruction as an opti-
mization problem by selecting a set of visual words that
are strongly associated with the search results.

• We propose a method for measuring the query reconstruc-
tion error which tackles the problem of the domain gap be-
tween the textual query and the reconstructed visual query.

The rest of this paper is organized as follows. Section II
briefly introduces the related work. In Section III, the proposed
query reconstruction error-based query difficulty estimation
method is presented in detail. Experimental results are given
and analyzed in Section IV, followed by the conclusion in
Section V.
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II. RELATED WORK

Query difficulty estimation has been explored in the informa-
tion retrieval field for many years, especially for text document
retrieval. Many methods investigate the statistical characteris-
tics (robustness, coherence, etc.) of the returned documents with
respect to the whole collection in order to estimate query diffi-
culty [1], [3], [7]. For example, Cronen-Townsend et al. first
proposed the Clarity Score query difficulty estimation method
[1]. It measures the ambiguity of a query through the difference
between the language models created from top retrieved docu-
ments and all documents in the collection. Ranking Robustness,
proposed by Zhou and Croft, defined the similarity between the
ranked lists returned from the original collection and the cor-
rupted collection for query difficulty prediction [3]. He et al.
proposed the coherence score predictor to measure the portion
of coherent document pairs in the top of the returned document
set [7]. A pair of documents is supposed to be coherent if their
similarity exceeds one certain threshold.
On the other hand, somemethods investigate the relationships

between the textual query and the returned documents to esti-
mate query difficulty [2], [8], [4], [15]. Yom-Tov et al. estimated
the query performance by measuring the agreement between the
top returned results of a full query and the top returned results
of each of the query terms [2]. Imran and Sharan proposed two
predictors based on the co-occurring information among query
terms. They assumed that higher co-occurrence of query terms
in the documents meant more information conveyed, which led
to an easier query or lower query difficulty level [8]. Carmel et
al. demonstrated that in text document search, a query’s diffi-
culty was mainly related to three components: the query itself,
the set of returned documents, and the whole collection of docu-
ments [4]. Therefore, they proposed to use the relationships be-
tween them for query difficulty estimation. Rudinac et al. pro-
posed two simplified coherence indicators to select query ex-
pansions for spoken content retrieval [15]. The indicators they
proposed capture the tightness of the topical consistency in the
top results of the initial results lists returned by the unexpanded
query and several query expansion alternatives.
All the above work in query difficulty estimation is designed

for text document retrieval. There is little research regarding
query difficulty estimation for image retrieval. As aforemen-
tioned, due to the domain gap and the semantic gap, existing
query difficulty estimation methods for image retrieval mainly
focus on investigating the statistical characteristics of the re-
turned images. Li et al. estimated the image retrieval perfor-
mance by analyzing the Clarity Score [1] between the query
image and the returned images [16]. Xing et al. adopted the
textual information (surrounding text, image URL, etc.) to pre-
dict whether a query is difficult or easy [17]. This method lever-
ages the noisy textual information and neglects the rich contents
of the returned images. Rudinac et al. exploited the coherence
of the top-ranked video to predict the query performance for
selecting the best video search result [11]. Li et al. estimated
the query difficulty by measuring the prominent character of
image search results, i.e., the distance between a pseudo-rele-
vant image set and the whole image collection [12]. Kofler et al.
explored the visual variance of video search results, the search
log, and the click-through data of a user to predict a failure of
a video search query [18], [19]. Tian et al. proposed a model to

automatically predict the query performance based on several
features which were designed by exploring the visual charac-
teristics of the returned images [20], [13]. Different from those
methods, our proposed approach attempts to investigate the rela-
tionship between the query and the visual theme of the returned
images to estimate the query difficulty.
Our visual query reconstruction method is similar to query

expansion methods, therefore we also review related works in
this topic. Query expansion exploits the top-ranked results to
enrich the original query representation, and then re-submits the
expanded query into the search engine. It has a long history in
information retrieval andwas introduced to the image search do-
main by Chum et al. [21]. In [21], spatial verification was first
applied to the top 1000 ranked images returned for the visual
query to get a reliable set of images for query expansion. Then,
several methods were investigated to build a new query from the
spatially verified images. The average query expansion (AQE)
method shows good performance and is usually considered as
a baseline. Joly and Buisson implemented a query expansion
method for logo retrieval [22]. Their query expansion method
is very similar to [21] except that a contrario adaptive thresh-
olding strategy is applied for the spatial verification. Chum et al.
further extended their previous work [21] from three aspects, in-
cluding tf-idf failure recovery, improved spatial verification and
reranking, as well as relevant spatial context learning [23]. Re-
cently Arandjelovic and Zisserman proposed a discriminative
query expansion approach [24]. This method trained a linear
SVM classifier on both positive and negative data for image
ranking. Xie et al. proposed a contextual query expansion that
was built on common visual patterns [25]. They found contex-
tual synonymous visual words and expanded a word in the query
image with its CSVWs to boost retrieval accuracy.
In this paper we mainly consider the case that the original

input query is textual, since searching by key words is still one
of the most popular ways for image search. Though we mainly
take textual query input for illustration, it is worth noticing
that our proposed method is also suitable for visual query
input [26]–[28]. Another important feature is that our proposed
method only relies on the image’s visual features for query
difficulty estimation. We do not require any auxiliary infor-
mation, for example the tag and surrounding text information.
This is because some images on the Web may not have rich
additional information. However, in the cases where additional
information is available, we believe that incorporating them
would be very helpful, as demonstrated in [26]–[28].

III. QUERY DIFFICULTY ESTIMATION WITH QUERY
RECONSTRUCTION ERROR

The proposed query difficulty estimation with query recon-
struction error investigates the consistency between the original
textual query and the reconstructed visual query to predict the
query performance. The visual query is reconstructed from the
image search results and it represents the visual theme of the re-
turned images. It assumes that the images returned for an “easy”
query have a clear visual theme which can well interpret the
original textual query from a visual perspective. On the con-
trary, the images returned for a “difficult” query are too noisy,
therefore the visual theme deduced from them is very different
from the original textual query.
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Fig. 2. Framework of the proposed query reconstruction error-based query difficulty estimation model. In our proposed method, the query difficulty is formulated
as a function of both and , i.e., and is approximated by the query reconstruction error . In order to tackle the domain gap
problem, we use to approximate . The and are the ranked image lists returned for and , respectively, and they can be regarded as the
expansion of the simple queries. To reconstruct more accurate visual query , an improved image list is obtained from via visual processing.

Fig. 2 shows the framework of our query reconstruction error-
based query difficulty estimation method. Given a textual query
, a ranked list of images is returned by the image search

system. Then a visual query is reconstructed from to rep-
resent the visual theme of the returned images. To deal with the
noise problem in , we first apply visual processing to get an
improved image List , then reconstruct the visual query
from instead of . The query difficulty is defined as the re-
construction error , i.e., the distance between and
. Since and are in different domains, it is difficult to di-

rectly measure their distance. To solve this problem, we propose
to approximate by , i.e., the distance between
and . The is the image list returned by a content-based

image retrieval system for the visual query . For query , the
larger is, the higher its query difficulty level will be.
There are three key components in our proposed query dif-

ficulty estimation method. The first is how to reconstruct the
visual query from the returned images list . The second is
how to derive for . The third is how to measure the dis-
tance between and . We will detail our solutions to those
problems in the following sections.

A. Visual Query Reconstruction

Given a textual query , a ranked image list
is returned for it by the text-based image

search engine. The in denotes the -th ranked image. The
visual query reconstruction summarizes the visual content of
images in via a visual query .
To derive , we propose to adopt the popular BOVWs

(bag-of-visual-words) [14] model for image visual represen-
tation. The BOVWs model has been successfully employed
in many applications, such as object recognition [30]–[32],
image segmentation [33]–[35], and large-scale image retrieval
[14], [36]–[38]. In BOVWs, the local features (for example,
SIFT [29]) are extracted from each image. A vocabulary/dic-
tionary with visual words is constructed via clustering
algorithms. With BOVWs representation, each image in can
be viewed as a visual document consisting of a set of visual

words. Therefore, we define the reconstructed query as a set
of visual words which are strongly associated with the images
in . Here we propose two strategies for query reconstruction.
Query Reconstruction Via Representative and Discriminative

Visual Word Selection: The visual words in should be both
representative and discriminative in . Based on this rule, our
query reconstruction contains the following two steps.
We first identify the representative visual words in , i.e.,

those visual words which frequently appear in . We build a
language model to capture the distribution of visual
words over images in . The language model is

(1)

where is a visual word, and is an image in .
is defined as the term frequency of visual word occurring
in image . indicates the importance of in language
model building. We only use the top-100 ranked images in
for estimating since they tend to be more relevant ac-
cording to the widely used pseudo relevance feedback assump-
tion [39], [40]. Here we use ranking position weighted prior for
the top-100 images and zero for all others in .

Rank of

(2)
The describes the distribution of visual words in .

The larger is, the more representative the visual word
will be. To avoid selecting visual words which are generally

more common than others (stop words, etc.), we further identify
those visual words which are not only representative, but also
discriminative. To accomplish this goal, we adopt two different
functions to estimate the importance score of each visual word.
The two functions are:
• Doszkocs’ variant of CHI-squared (CHI) [41]

(3)
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• Kullback-Leibler distance (KLD) [42]

(4)

The is the language model for defined in Eq. (1).
is the language model for the whole image collection

. It is defined as the term frequency of visual word over all
images in the database .
The two discriminative estimation functions can effectively

identify those visual words which are both representative and
discriminative. The is proportional to and
is inversely proportional to . The higher the
is, the more discriminative the visual word in is from the
collection .
We rank all visual words according to their importance scores

derived via Eq. (3) or Eq. (4) in descending order, and select the
top- ranked visual words to reconstruct the visual query

(5)

where is the visual word with the -th highest .
is a free parameter which decides how many visual words

are included in . In general, should not be too small or
too large. Its effect will be discussed later in the experiments.
We will also analyze the effect of the two visual word ranking
functions (CHI and KLD) in experiments.
Query Reconstruction Via Optimization: The visual query re-

construction can also be formulated as an optimization problem
from the probabilistic perspective.
Supposing the visual query is a random variable, the op-

timal reconstructed query is the one which can interpret the
image list with maximum probability. From this perspective,
we formulate the visual query reconstruction as the following
optimization problem:

(6)

denotes to what extend we can recover from a
given . The optimal is the one with which can recover
with the maximum probability. According to Bayes’ formula,

can be rewritten as

(7)

For and , we estimate them according to

(8)

(9)

Substituting Eqs. (7)–(9) into Eq. (6), we have

(10)

For a given , is a fixed value, therefore we can neglect
it in the optimization problem

(11)

Eq. (11) indicates that the optimal visual query should con-
sist of the top- visual words which have the highest .
Comparing Eq. (11) and Eq. (3), we can find that the visual

queries reconstructed via those two methods are equivalent.
Query Reconstruction Via Visual Processing: It is chal-

lenging to reconstruct an accurate visual query from the highly
noisy image list . If we can reduce the noise in to some
extent, a better would be derived. Therefore, instead of
directly using for query reconstruction, we propose to use the
de-noised in Eq. (2). Visual reranking has proven effective to
refine the image search results, therefore we adopt VisualRank
to reorder the images in to obtain an improved image list
[43]–[48].
VisualRank is proposed by Jing and Baluja [48]. They ap-

plied the well-known PageRank algorithm to rerank Google
image search by treating images as documents and their visual
similarities as probabilistic hyper-links. For query and its
ranked images in , VisualRank constructs a graph with the
images as the nodes and the edges between them being weighted
by visual similarity. We denote the visual similarity matrix as

. The element in denotes the simi-
larity between the -th ranked image and -th ranked image in
. In this paper, we use the popular Bag-of-Visual-Words repre-
sentation with the intersection kernel to calculate the visual sim-
ilarity. Then, reranking is formulated as a random walk process
over the graph with stochastic matrix derived by column nor-
malizing the similarity matrix . The state probability of the
nodes is iteratively updated as

(12)

where is the trade-off parameter and is a damping vector
which is set according to the images’ ranks in .
The stationary state probability of the random walk process

is regarded as the reranked scores for the images. We derive im-
proved by sorting the images according to their reranked
scores in descending order. We then replace in Eq. (2) with
for query reconstruction.

B. Query Reconstruction Error Calculation

After reconstructing the visual query from the returned list
of images , we attempt to calculate the reconstruction error,
i.e., - the distance between the original textual query
and the visual query for measuring the query difficulty.
The challenge in calculating is that and are in

two different domains, i.e., textual and visual domains. To tackle
this problem, we submit the visual query to a content-based
image retrieval system and obtain a list of images returned
for it. Instead of directly calculating the distance between and
, we use - the distance between and to approx-

imate it. This approximation has two advantages. First, it suc-
cessfully solves the domain gap problem for comparing and
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. Second, the search result list can be treated as an extension
of the queries. Compared with , which is directly de-
fined on two simple queries, derived by comparing two
image lists is more robust since auxiliary knowledge is involved
in the search result lists.
Image Retrieval for Reconstructed Query : We propose to

use the query likelihood model to conduct the retrieval for re-
constructed query . It estimates the probability that
an image is relevant to a given query . Using Bayes’ rule,
it can be rewritten as

(13)

where is the prior probability of image to be relevant to
. is the term frequency of visual word occurring

in image . Since is the same for all images, it can be
ignored. However, due to the sparsity of , the
will be zero for many images. To tackle this problem, the Je-
linek-Mercer smoothing method is applied [1], [49]

(14)

The is the trade-off parameter and is empirically set
as 0.8 throughout this paper.
For , in general image retrieval, each image in collection
has equal since there is no prior information available.

However, in our case, the initial search result list has provided
us with such prior information. Those images which are in col-
lection but not in are regarded as irrelevant to by the
text-based image search engine. Since and is relevant to
some extent, those images have high probability to be irrelevant
to also. Therefore, we neglect those images which are not in
and only consider the images in for ranking. This process

has two advantages. First, it uses the initial text-based search re-
sult for pre-filtering, which can prevent lots of noisy images in
the content-based image retrieval. Second, the efficiency of the
retrieval process can be largely improved since only images
need to be ranked.
We rank images in according to in descending

order to derive the new ranked image list for query

(15)

where is the image with the i-th highest .
Query Difficulty Estimation: As aforementioned, the query

difficulty estimation turns into the task of measuring the dis-
tance between and . In this paper, we propose to measure

via the Kullback-Leibler divergence of the visual word
probability distributions of from .
Specifically, to measure the query difficulty (or query perfor-

mance) of at truncation level , the distance is

defined as the KL-divergence between the language models of
the top- ranked images in and in

(16)

where and denote the truncated lists of and respec-
tively. ( ) consists of the top- ranked images in ( ).
The reasonwhywe introduce a truncation level here is that the
query performance at different truncation levels is different. The
ground truth search performance measurements, such as AP and
NDCG, are also defined according to different truncation levels:
AP@T , NDCG@T [50].

and in Eq. (16) are the language models
for and . They are estimated according to Eq. (17) and
Eq. (18), respectively

(17)

(18)

is the term frequency of visual word occurring in
image . and indicate the importance of
in the language model estimation. Here we utilize two different
strategies for it. The first strategy assigns equal weights for the
images in and

(19)

(20)

The other strategy assigns a weight to the ranking position. This
assumes that an image with a higher rank is more important, and
therefore should have a larger weight. It defines the weight as a
non-linear decreasing function of the rank of in and

and its rank in is

(21)

and its rank in is

(22)

We denote the proposed query reconstruction error (QReCE)-
based query difficulty estimation method with those two dif-
ferent weighting strategies as -QReCE and -QReCE respec-
tively. We will analyze their performance later.
The overall procedure of our proposed query reconstruction

error-based query difficulty estimation method is summarized
in Algorithm 1.

1Trecvid video retrieval evaluation, hppt://www-nlpir.nist.gov/projects/
trecvid/.
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Fig. 3. Example images in Web353 dataset.

Algorithm 1 Query Reconstruction Error-Based Query
Difficulty Estimation (QReCE)

Input: the given query , a returned image list
,truncation level , , codebook
.

Output: Query difficulty level
1) Query Reconstruction:
Construct language model by Eq. (1);
for each do
Compute by Eq. (3) or Eq. (4);

end for
Rank all visual words according to in descending
order;
Derive the reconstructed query ;
2) Image Retrieval for Reconstructed Query:
for each image do
Compute by Eq. (13);

end for
Rank images according to in descending order to
obtain a new list ;
3) Query Difficulty Estimation:
Construct language models for and by Eq. (17)
and Eq. (18);
Compute by Eq. (16);
return

IV. EXPERIMENTS

In this section, we investigate the effectiveness of our pro-
posed image search query difficulty estimation method by con-
ducting experiments on real Web image search datasets. Several
state-of-the-art query difficulty estimation methods [11], [12],
[13] for image search are taken as baselines.

A. Experimental Setup

Dataset: In order to demonstrate the capacity of the pro-
posed query difficulty estimation method, we conduct experi-
ments on a large public Web image dataset “Web353”[51]. This
dataset consists of the top-ranked images returned for 353 tex-
tual queries by a popular image search engine. The 353 queries
are diverse in topics, which contain landmarks, people, animal,
plant, sports, flag, and instruments, etc. For each query, about
top-200 ranked images are collected. Each image is manually
labeled as relevant or irrelevant to the corresponding query. The
ground truth search performance is calculated based on the la-
bels. Fig. 3 shows some example images in this dataset.

Ground-Truth Performance and Correlation Measurement:
For each query, we can derive the ground truth search per-
formance based on the manual relevance labels. Here, it is
measured via the commonly used truncated average precision
(AP) at different truncation level . To evaluate the effective-
ness of the query difficulty estimation method, the widely used
correlation coefficient criterion is adopted. It measures the
correlation coefficient between the ground truth performance
of all queries and the predicted ones given by query difficulty
estimation methods. Since our is inversely propor-
tional to the query performance, we report the correlation
coefficient between and

, where is
the number of queries in the dataset, is the ground
truth performance of the i-th query, and is
the predicted query difficulty of the -th query. The higher
the correlation coefficient is, the better the query difficulty
estimation method performs.
In query difficulty estimation, the widely used correlation

measurements include Pearson’s liner correlation [52], non-
parametric rank correlation Kendall’s [53], and Spearman’s
[54]. All the above three correlation coefficients vary from
to 1, where means perfect reverse and 1 means perfect

agreement. In our experiments, all three correlation measure-
ments are adopted.
Image Representation: As aforementioned, we adopt

the BOVWs model for image representation. The scale-in-
variant-feature transform (SIFT) [38] features are extracted
from each image with dense sampling. Then we build a code-
book with 1000 visual words by clustering all the SIFT features
via K-means clustering. Each SIFT feature is quantized into the
nearest visual word. Finally, each image is viewed as a visual
word based document.
Baselines: In this paper, we compare the proposed query re-

construction error (QReCE)-based query difficulty estimation
method with several recently proposed ones, including Visual
Clarity Score (VCS) [13], Coherence Score (CoS) [11], Repre-
sentativeness Score (RS) [13], and Inner Coherence Score (ICS)
[12]. VCS is a variant of Clarity Score [1] applied to the image
search query difficulty estimation. It measures query difficulty
via the difference between the language model of the returned
images and the language model of the whole image collection.
The CoS measures the portion of coherent image pairs in the
top-ranked images. A pair of images is coherent if their simi-
larity exceeds a certain threshold which is empirically set. The
RS is defined as the mean of the density of the top ranked im-
ages in the returned results. The density is estimated via kernel
density estimation. The ICS is defined as the diameter of the
pseudo relevant image set R in the returned images. A small ICS
reflects a compact set of pseudo relevant images, which stands
for a good performance.

B. Experimental Results

In this section, we first analyze the performance of our
QReCE-based query difficulty estimation approach. Then we
compare our method with other baseline methods. Since users
only focus on the performance of images returned in the first
several pages, we test different and report the correlation
coefficients at truncation levels of .



86 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 17, NO. 1, JANUARY 2015

TABLE I
THE CORRELATION COEFFICIENTS COMPARISON OF THE PROPOSED QRECE USING CHI AND KL FOR QUERY RECONSTRUCTION

TABLE II
THE CORRELATION COEFFICIENTS COMPARISON OF THE PROPOSED QRECE USING ORIGINAL AND IMPROVED FOR QUERY RECONSTRUCTION

Effect of Visual Word Ranking Functions in Query Recon-
struction: In our proposed QReCE-based query difficulty
estimation, the query reconstruction plays the crucial role.
As discussed in Section III-A, we apply two functions, CHI
and KL, to rank the visual words for reconstructing the visual
query. Table I presents the correlation coefficients of our
method with the visual query reconstructed using those two
functions respectively. It shows that the CHI outperforms KL
consistently over different . Comparing Eq. (3) and Eq. (4),
we can find that both CHI and KL qualify the importance of
visual words according to the ratio . The
difference between them is that an additional weight is
multiplied to in KL. It indicates that KL
tends to select visual words which have a higher frequency in
. However, visual words in images are not as discriminative
as the textual words in documents. There are many noisy
visual words which might be extracted from backgrounds but
have high frequency. Therefore, the visual words selected via
KL may be noisier and lead to a lower performance. In the
following experiments, the CHI is applied for visual query
reconstruction.
Query Reconstruction With Improved : As discussed in

Section III-A, it is challenging to reconstruct an accurate vi-
sual query from the highly noisy image list . Therefore, in-
stead of directly using the initial image list, we replace in Eq.
(2) with the improved image list for query reconstruction.
Table II shows the correlation coefficients comparison between
the QReCE-based query difficulty estimation using improved
and original . From the results, we can find that the perfor-

mance is boosted when is adopted for query reconstruction.
The underlying reasons are explained as follows. From Eq. (1),
we can see that the estimation of plays a crucial rule in
visual query reconstruction. indicates the importance
of in language model building. is weighted by the
image’s ranking position in in Eq. (2). It is reasonable since
an image with a higher rank is more likely to be relevant and
consequently, more important. Beyond the ranking position, the

Fig. 4. The correlation coefficients of our QReCE-based query difficulty esti-
mation with different . It shows that a moderate is preferred and the per-
formance is steady when is around 200-300. ( ).

importance of an image is also reflected by its popularity or rep-
resentativeness (termed “authority” in VisualRank) among all
images in . Therefore, we apply VisualRank to measure the
“authority” of images. By replacing the in Eq. (2) with ,
a better estimation of will be derived, which leads to a
better query reconstruction result.
Effect of Free-Parameter : In our QReCE-based query dif-

ficulty estimation method, there is one free-parameter , the
number of visual words in the reconstructed query . We ana-
lyze the sensitivity of our method to this parameter by varying
from 5 to 700. The experimental results are shown in Fig. 4.

It shows that the performance increases when K grows from 5
to 150, and is quite stable when is around 200-300. When
is larger than 350, the performance gradually decreases. Since
a single visual word contains limited information, the recon-
structed query with small is not informative enough to sum-
marize . When is too large, the reconstructed query may
involve noisy visual words which are less discriminative. There-
fore, a moderate is preferred. As shown in Fig. 4, our method
achieves a steady performance when is around 200-300. We
empirically set in this paper.
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TABLE III
CORRELATION COEFFICIENTS AND P-VALUES OF OUR PROPOSED METHOD AS WELL AS BASELINE METHODS ON WEB353 DATASET

Comparison Between Our Proposed Method and Baselines:
We compare our proposed QReCE-based query difficulty esti-
mationmethodwith several state-of-the art baselines. The corre-
lation coefficients and the corresponding P-values are presented
in Table III. For CoS, RS and ICS, we have tried various param-
eter settings and report the highest correlation coefficients. The
crucial parameter in CoS is the visual threshold. It is defined as

of image pairs in the dataset that have a smaller visual simi-
larity than this value. We varied from 5 to 95 at intervals of 5,
to find the best threshold empirically. For RS, the key parameter
is the size of the neighbors in KDE (kernel density estimation).
We also varied this parameter from 5 to 30 at intervals of 5, to
find the best one. For ICS, we take the top- ranked images in
as the pseudo relevant set. -QReCE and -QReCE denotes

the equal or ranked weighted strategies adopted in Eq. (17) and
Eq. (18) for language model building.
Among the four baseline methods, we can see that CoS and

ICS yield mediocre performances. The correlation coefficients
for CoS and ICS with the retrieval performance become con-
tinuously worse with the increase of . The reason is that,
when increases, more and more irrelevant images occur in
the top-ranked image results and thus it is more difficult to pre-
cisely measure the tightness of the returned images precisely.
For VCS, the correlation coefficients are much worse than
others, however, its performance improves with the increase of
. [1] illustrates that the clarity method needs a great number of
documents to adequately measure the coherence of the ranked
list. Thus, the performance of VCS is poor at a small value
of .
From Table III, we can observe that our approach consis-

tently outperforms other methods over all . The P-value is
far less than 0.05, which indicates that the correlation between
the estimated query difficulty and the ground truth search per-
formance is statistically significant. -QReCE achieves better
performance than -QReCE, demonstrating that a ranking po-
sition weighted strategy is more effective than an equal weight
strategy for building languagemodels for and [Eq. (17) and
Eq. (18)]. We also observe that the performance of our model is
better at a smaller . This is because as increases, the overlap

between and grows. As a consequence, their difference
is smaller according to Equation (16), resulting in lower corre-
lation coefficients.
Fig. 5 further illustrates the top-10 ranked images (ordered

left to right) in and for several queries, including “flag
italy”, “pantheon rome”, “golf course”, “banana”, and “dol-
phin”. is the initial ranked image list returned for the original
textual query . The is the ranked image list returned for
the reconstructed visual query . Query relevant images are
marked by a red “ ”. It shows that the better is (higher
AP), the is more similar with , resulting a smaller distance
between and (and vice versa). Those examples show that
the proposed QReCE method can accurately indicate the query
difficulty level.
Comparison Between QReCE and Supervised Regression

Method: In [13], a general supervised query difficulty estima-
tion framework, CombRegression, is proposed. It combines
several query difficulty estimators via a regression model. In
CombRegression, several predictors including CoS, VCS, and
RS, are concatenated into a feature vector to represent a query.
Then, a supervised regression model is trained on a training set
to derive a query difficulty estimation model. We also compare
our unsupervised QReCE method with this supervised one, as
shown in Table IV. We find that our simple query difficulty
prediction performs even better than this complex, supervised
regression model which combines several predictors. As pre-
viously discussed, those predictors used in CombRegression
only reflect the statistical characteristics of the returned images,
while our method further explores the relationship between the
query and the returned images. In other words, our QReCE
is complimentary to those predictors (CoS, VCS, RS) used in
CombRegression. Therefore, incorporating QReCE into Com-
bRegression (combining QReCE and predictors already used
in CombRegression) can further improve the query difficulty
estimation performance.

C. Experiments on MSRA-MM Dataset

We also test our approach on the dataset MSRA-MM [55].
This dataset collected 60257 images from Microsoft Bing
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Fig. 5. Top 10 ranked images in and , ordered left to right. Query relevant images are marked by a red “ ”. is the initial ranked image list returned for the
original textual query . is the ranked image list returned for the reconstructed visual query . It shows that the better is (higher AP), is more similar
with , resulting in a smaller distance between and (and vice versa). Those examples show that the proposed QReCE method can well indicate the query
difficulty level. (a) Query “flag italy”. Ground truth performance of is , the distance between and is 0 (b) Query “pantheon rome”. Ground
truth performance of is , the distance between and is 0.06 (c) Query “golf course”. Ground truth performance of is ,
the distance between and is 0.14 (d) Query “banana”. Ground truth performance of is , the distance between and is 0.24 (e) Query
“dolphin”. Ground truth performance of is , the distance between and is 0.45.

TABLE IV
CORRELATION COEFFICIENTS COMPARISON BETWEEN QRECE AND THE SUPERVISED REGRESSION

METHOD WHICH COMBINES SEVERAL QUERY DIFFICULTY PREDICTORS. ( )

image search for 68 representative queries. For each image,
its relevance to the corresponding query is labeled with three
levels: very relevant, relevant and irrelevant. These three levels
are indicated by scores 2, 1 and 0, respectively. Here we adopt
the truncated normalized discounted cumulative gain (NDCG)
[50], which is widely used for graded relevance judgments,
to measure the ground-truth performance for each query in
this dataset. Other experimental settings are the same as in
Web353.

Table V shows the correlation coefficients comparison of
our approach and four baseline methods with different perfor-
mance metrics. From the results, we can see that our approach
achieves the best performance in almost all cases. We also
compare our unsupervised QReCE method with the supervised
regression query difficulty estimation method in [13]. The
results are shown in Table VI. It also demonstrates that our
method outperforms the supervised regression model which
combines several query difficulty predictors.
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TABLE V
CORRELATION COEFFICIENTS AND P-VALUE OF QUERY DIFFICULTY PREDICTION METHODS ON MSRA-MM DATASET

TABLE VI
CORRELATION COEFFICIENTS COMPARISON BETWEEN QRECE AND THE SUPERVISED REGRESSION METHOD WHICH

COMBINES SEVERAL QUERY DIFFICULTY PREDICTORS ON MSRA-MM DATASET. ( )

TABLE VII
CORRELATION COEFFICIENTS AND P-VALUE OF QUERY DIFFICULTY PREDICTION METHODS ON NUS-WIDE-OBJECT DATASET

TABLE VIII
CORRELATION COEFFICIENTS COMPARISON BETWEEN QRECE AND THE SUPERVISED REGRESSION METHOD

WHICH COMBINES SEVERAL QUERY DIFFICULTY PREDICTORS ON NUS-WIDE-OBJECT DATASET

D. Experiments on NUS-WIDE-OBJECT Dataset

We further conduct experiments on the benchmark dataset
NUS-WIDE-OBJECT [56]. This dataset consists of 30000
images belonging to 31 object categories. We follow the ex-
perimental settings in [12] and randomly select 50 images as
queries. The Bag-of-Visual-Words features are used for image
representation. Other experimental settings are the same as in
Web353 and MSRA-MM.
We first compare our approach with the four baseline

methods. The experimental results are presented in Table VII.
We can see that our approach achieves the best performance
on this dataset too. For the four baseline methods, the VCS
outperforms the others while CoS and RS are the worst. The
reason why CoS and RS fail on this dataset is that the returned

images are all visually similar with the query image. Therefore
the coherence score and representativeness score are high for
almost all queries, leading to low discriminative ability. Due
to the limited space, we only report the experimental results
when in Table VII. For and , we have
similar observations. As in Web353 and MSRA-MM, we also
compare our unsupervised QReCE method with the supervised
regression query difficulty estimation method CombRegression
in [13]. The results are shown in Table VIII. It also demonstrates
that our method outperforms the supervised regression model,
which combines several query difficulty predictors.
The last experiment conducted on this dataset compares

our proposed query reconstruction method with existing query
expansion methods. As discussed in Section II, our query re-
construction is somewhat similar to query expansion. Here, we
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TABLE IX
COMPARISON OF QUERY EXPANSION METHODS. WE REPLACE THE QUERY RECONSTRUCTION METHOD IN QRECE WITH THE QUERY EXPANSION

METHODS PROPOSED IN [23] AND [24] RESPECTIVELY. THE CORRELATION COEFFICIENTS OF QRECE WITH VARYING QUERY
EXPANSION/RECONSTRUCTION METHODS ARE REPORTED. (NUS-WIDE-OBJECT DATASET)

compare our proposed method with two representative query
expansion methods which are proposed in [23] and [24]. We
test QReCE with our proposed query reconstruction method
and the two query expansion methods applied respectively.
The correlation coefficients of QReCE with varying query
expansion/reconstruction methods are reported in Table IX. It
shows that our proposed query reconstruction method performs
the best, which demonstrates the effectiveness of our method.

E. Application Discussion

For a given query and its search result list , the output of
our method is a value which indicates the performance of . As
shown in Fig. 5, a larger indicates that has a lower
search performance (AP), and vice versa. In other words, if we
have multiple search result lists returned for
the same query via different search engines or search strate-
gies, we can automatically compare the performances of those
search result lists. This leads tomany attractive applications. For
example, for a given query , by comparing the performances
of its several search result lists returned by different search en-
gines, we can automatically select the best search engine for this
query [20], [13]. We can also apply it to guide multiple search
result merging, for example distributed search result merging
as discussed in [2] and [13]. It can also be used to guide image
search reranking as discussed in [12] and query expansion se-
lection as discussed in [15].
In summary, the applications for our query difficulty estima-

tion method are as broad as other methods. Those applications
have been thoroughly discussed before [2], [13]–[15], [20]. The
only factor that affects their successfulness in those applications
is the query difficulty estimation performance. The better the
query difficulty estimation performance is, the more successful
the applications will be. In this paper, our emphasis is on how
to construct a favorable query difficulty estimation method. We
have proven that our proposed method achieves the best perfor-
mance and therefore, it can be successfully applied in various
applications.

V. CONCLUSION

In this paper, we propose a novel approach to automatically
estimate the query difficulty for Web image search. Our method
investigates the relationship between the textual query and the
returned images for query difficulty estimation. This is different
from existing methods, which only focus on investigating the
statistical characteristics of the returned images, and neglect the
query itself. We propose a novel method to reconstruct a visual
query from the returned images and then adopt the query recon-
struction error for query difficulty estimation. Extensive exper-
iments on two real world image datasets demonstrate the effec-
tiveness of our proposed method.
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